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ijon Applications

sensor information

> web servers
1g monitary flows



IMESocial Networks, Status Feeds

= Facebook, Twitter
streams

B Queries:
D Status analySiS Mike Seyf: putti little slide deck on h find
CC:licensed images online to avoid copyright i

= Useful for advertising SO s sl

I Ago - via Twatter

= Status feed update S it i
examples: e e
= Comments added to il ey o

Pru Mitchell Mike, have you Included

threads at a.ny time . http;/ [Aickree. bluemountains.net and

http/ fwikimedia.aorg 7

about an hour ago « Delete

= Posts removed from Rachr Cobres ey ke, Ty s

R Jnce_Fin;ir&ac,CC'_Mueflal l,e;iu.pdl. Contact elliott or
ssica au for more info.
threads at any time oo il




Overload l.l

Global information created and available storage
Exabytes
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Abbildung (1), ,Study Projects Nearly 45-Fold Annual Data Growth by 2020” EMC Press Release
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datacenters will grow by
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ijs a Data Stream

digitally encoded coherent

ormation that is in the
nitted

rmal way, a data stream is any ordered
delta) where:

1 sequence of tuples and
a 1S a sequence of positive real time intervals.



e queries
ically) unlimited

Assumes exact data
- Plannable query processing

BMS vs. DSMS

DSMS

volatile data streams
Sequential access
Continuous queries
limited main memory

Consideration of the order of
the input

potentially extremely high
update rate

Real-time requirements

Assumes
outdated /inaccurate data

Variable data arrival and
data characteristics



JSMS Projects

Cornell) — Sensors

VIlllY - sensor monitoring, datatlow
&T) - telecom streams

[/ Wisconsin) - Internet XML databases
penCO (Georg1a) — triggers, incr. view maintenance
Stanford) - general-purpose DSMS

Kerox) - pub/sub content-based filtering

h (Berkeley) — adaptive engine for sensors

Bellcore) - network monitoring




Stream Overview

Language (CQL)

Plan
Approximation

17e



2, l’u- S anford Data Stream
Vlanagement System
(STREAM)

1e homonymous research
lversity

BL.CC

‘—


http://infolab.stanford.edu/stream/
http://infolab.stanford.edu/stream/

zo2. Continuous Query Language
(CQL)

= Expressive SOL-based declarative language

Window Specification

Langauge Relational Query

QLanguage
o>

Operators 2
Istream,Dstream

Abbildung (3), [9]



 Windows
extracting a finite relation from

oposals for restricting

itor scope. |
ows based on ordering

attribute (e.g. time)
ows based on tuple counts



“Windows

B
»

Current time

t2t3 t4 t5

Sliding Window

Tumbling Window




at most 1 da

Fotos Fo [Range 1 Day Precending]
e Fo.name like ‘foo’



; on BY F.name Rows 5]
6f3e < 40000



2.4 Query 3 (Join)

ilme where the

o, Filme Fi [Range 1 Day]
name = Fi.name



nery 4 (Sample)

‘ and
not older than one Davh s l=iscRisls

; Fo Sample(30), Filme Fi [Range 1 Day]
name = Fi.name






2.4 CQL Operators

Name Operator Type Dieseription

select relation-to-relation Filters elements based on predicate(s)
project relation-to-relation Duplicate-preserving projection
binary-join relation-to-relation Joins two input relations

mjoin relation-to-relation Multiway join from [22]

union relation-to-relation Bag union

except relation-to-relation Bag difference

intersect relation-to-relation
antisemijoin relation-to-relation
agrrepate relation-to-relation
duplicate-eliminate relation-to-relation

Bag intersection

Antisemijoin of two input relations
Performs grouping and aggregation
Performs duplicate elimination

seq-window stream-to-relation

Implements time-based, tuple-based,
and partitioned windows

i-gtream relation-to-stream
d-stream relation-to-stream
r-stream relation-to-stream

Implements [stream semantics
Implements Dstream semantics
Implements Rstream semantics

Abbildung (4), [9]







285 Query Plan (example)

Select * From ST [Range 15 Minutes], S2 [Rows 1000]
Where S1.A =S2.A And S1.A <20

Abbildung (6), [9] s, s.



zZissQuery Plan - Optimizations

s

Abbildung (7), [9]




DSMS

of optimization:
1 [e.g. NlagaraCQ]



Approximation

11c Approximation



3 constraint:



nited Approximation

opping elements from query
CPU time that would be
n to completion



- ->memory becomes a
ults may partly disappear



2.6 5tatic Approximation

ring submitting a new query

ling rate reduc



2.0 Static Approximation -
window reduction

e size Select *
From Fotos Fo, Filme Fi

d storage Where Fo.name =

.name
on:
nation of



f the Select *

From Fotos Fo
Filme Fi
Range 1 Day]

1ere Fo.name =



226 Dynamic Approximation

the system is already running



220 Dynamic Approximation -
Synopsis Compression

= Reduction of the
Synopsis Size

@ Same approach
as 1n Memory-
Limited
Approximation

S svnnuah
window

Abbildung (6), [9]



2:6 Dynanm IC Approximation -
Semplir g/Load Shedding

he memory usage



narizing of STREAM

ssive SQL-based declarative

e Query Plan for e:

Query
ximation |
limited

ory-limited

\pproximation
= Dynamic approximation



irora Overview

of Service



"AURORA

operation of the M.I.T., the
ity and the Brown University



'EAM vs. Aurora

AURORA

@ One big query plan for
all queries

ses and queues ,Boxes and Arrows”
try of plans Paradigm
b = Ad Hoc queries and
views

@ Qos for each output
stream



3.2 Aurora

Input data
streams

Output to
applications

Operator boxes Continuous & ad hoc
e

Abbildung (8), [10]



ery Language

1itive operations:

ding it downstream by some tuples

ecutive windows have no tuples in common

duces a partially synthetic stream b
1 input stream

dowed operators:

terpolating tuples between actual tuples

» Other Operators:
o Resample



“Query Plan
blan (AURORA)

ueries always leads to bigger

ery plan for each query (STREAM)

nization is more difficult



5.3 Query Plan

= 3 Modes

: S1 S2
= Continual [T ARRRERE)
. storage storage
queries |
= Views confinuous query
view
= Ad-hoc
Comnection -
: : Q0S spec
queries ot (

Persistence spec:

[Ty a :.1 LH "
Keep 2 hr Persistence spec:

“Keep 1 hr"

" Y ad-hoc query

E,) . IQL?S spec

Abbildung (9) [10]



timization

uous Query Optimization



st Dynamic Continous Query
Optimization




5.4 Map-Operator

= Inserting of the map Operator for eliminating
uneeded tuples

= System must provide operator signatures




B Combination of Boxes

m Combination of
different boxes

m Saves overhead

= Reducing quantity of o osie> 10000
boxes

foto.name ="foo"
and
foto.size » 100000




514 Reordering of Boxes

= For suspending tuples
earlier in the query
plan

Do something

= For example with
pushing down a filter
operator

Do something




5.5 Quality of Services

(QoS)

quality of the output
function with 3 properities:

es delivered



3.5 Quality of Service

g0od zone

A

—

QoS

(
R —

j  dehy 0% typles delvered ! Output value

(a) Delay-based (b) Drop-based (c) Value-based

Abbildung (11),[10]




‘Conclusion






