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Abstract

Knowledge Base Management Systems (KBMS) should provide not only efficient and reliable management of knowledge bases (KB) but also means for constructing such KB in a stepwise fashion. In this paper, we present a KBMS prototype tailored to workstation/server environments that can be used flexibly as a tool for dynamically defining KB contents during application development and efficiently employed for KB manipulation during application processing. The support of these contradictory features of flexibility and efficient processing is reflected in the system architecture by means of an appropriate mapping scheme and of mechanisms to guarantee locality of KB accesses.
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1. Introduction

During the last few years, the development of a new generation of systems capable of effectively supporting construction and processing of knowledge-based applications (KS) has emerged as an important research area in the database field. These systems, so-called Knowledge Base Management Systems (KBMS) [BM86,ST89], should provide an efficient and reliable management of large, shared knowledge bases (KB) and the means for building such KB. In KS, the model of problem solving of an application domain is explicitly represented in the KB, rather than being buried somewhere (i.e., appearing only implicitly) in the program’s code. As a consequence, the knowledge incorporated into the system can be more easily analyzed by the knowledge engineer as well as potentially more easily extended or modified [CJV83]. In practice, this leads to a KS development that can be practically viewed as a KB construction task [My86]. This development is, in general, supported by a modeling tool (e.g., KEE [FK85,Fi88], LOOPS [BS83,SB86]) with which the knowledge engineer just has to ‘describe’ the knowledge of the application at hand in order to build the corresponding KS. In other words, KS development is almost restricted to an incremental modeling activity [MM89] involving knowledge acquisition, KB structuring, refinement, and evaluation with feedback, rather than to the traditional activity of programming [Ha87].

This advantageous KS development characteristic has a tremendous impact on the functionality of KBMS since a new application development paradigm is being established. That is, instead of supporting only an efficient and reliable KB management (in analogy to DBMS), KBMS should also provide means for describing, evaluating, extending, and restructuring the knowledge of an application (just like knowledge engineering tools). They should be used as powerful modeling tools to be adequately employed for KS development as well as robust management systems to efficiently support KS processing.

Following the lines of these issues, we have performed a number of sizable prototype implementations to better evaluate important concepts for designing KBMS. The prime result of these studies was a refined understanding with regard to functionality, cooperation, performance of system components, and their mutual interferences, which we then exploited to derive the overall architecture of our KBMS, called KRISYS [Ma88b,Kr89]. In the following, we cannot repeat all investigation results in detail (see [Ma88a,Ma90,Mi88,MM89]), but only summarize our main findings that have greatly influenced our design and implementation.

To obtain an appropriate framework for KS development, the following features should be observed:

• **Means for supporting an incremental KS development:** During KS construction, the knowledge engineer should use the knowledge model as a tool for dynamically defining the contents of the KB. It has to be possible to directly create and modify such KB contents without losing any of the previously existing information. This will allow KB contents to be incrementally specified, thereby supporting knowledge reformulations.

• **Elimination of the difference between KB schema and KB contents:** As a consequence of the above requirement, the model should explicitly integrate meta-information (e.g., descriptions of object types or classes) into the KB, thereby eliminating any difference between KB schema and KB contents. A strict separation, as required by DBMS, neither enables an interaction of KB design and manipulation (e.g., for KB validation) nor reflects real world situations, where changes affecting the application model may also occur (e.g., in the case of schema evolution).
In the case of application processing, the following observations have to be carefully considered:

- **Stability of KB structure during KS processing:** During KS operation (in contrast to what happens during KS development), modifications in the structures of the KB (e.g., changing object types, adding new types, or integrity constraints) either do not occur or are very seldom. This strong stability should be exploited by a KBMS to choose appropriate storage structures and access paths for the KB, thereby increasing the application performance.

- **Nearby application locality:** Locality of reference should be exploited as far as possible; buffering KB contents close to the KS is the only means to guarantee efficient KB accesses. Moreover, the transfer of contents into such buffers should be based on processing characteristics of the KS since locality of accesses strongly depends on the problem solving strategy [St83] being used.

Finally, some mapping-critical issues should be observed to enable efficient KS modeling and processing:

- **Handling of distinct mapping mechanisms:** KBMS need, on one hand, a very general and flexible mapping of knowledge structures for the support of a KS modeling process in a stepwise fashion and, on the other hand, a very efficient (and probably not flexible) mapping for supporting KS processing. Hence, they cannot be constructed on the basis of a fixed, predefined mapping mechanism since this will favor either KS modeling or processing, but not both.

- **Tailoring mapping mechanisms to application characteristics:** After the modeling process, the structures of the KB of distinct KS differ greatly. Additionally, the kind of KB manipulation performed during the operation of a KS is also very distinct (e.g., rule-based, data-driven, or object-oriented). Therefore, the support of an 'application-oriented' mapping for the processing phase of a KS is essential for providing the required efficiency.

We feel that the above requirements are reflected in a number of quite new issues, which we incorporated in our prototypical KBMS KRISYS. Clearly, some of the ideas which we combined to apply in KRISYS are related to approaches developed in different projects [FK85,HR85]. However, these projects handle one or more of these issues in an isolated manner, not taking into account the practical use of them in the context of KBMS. In this paper, we describe our prototypical architecture for KBMS, showing above all how the concepts of KRISYS can be combined to effectively support development and processing of KS. Since KRISYS has already been running for more than two years, some of the aspects and viewpoints presented here are based on practical experiences obtained through the development of several KS implemented on top of KRISYS [DHMM89,DHMS90]. In the following, we first sketch an overview of our system architecture in chapter 2. After this, chapters 3, 4, 5, and 6 respectively describe how to employ KRISYS to construct KS, our mapping approach, the means for supporting application processing, and a delegation of tasks to the lower layers of the system.

### 2. Overview of the System Architecture

**Conceptual KBMS architecture**

From a conceptual point of view, there are three orthogonal ways of looking at KBMS [BL86, Ma88b]. These dominant and distinct viewpoints determine distinct facets of KBMS, corresponding in some sense to the three different aspects playing important roles when constructing and employing KS: the needs of their applications (i.e., knowledge manipulation means for solving problems), knowledge engineering support (i.e., modeling con-
cepts for KB construction), and suitable resources and implementation aspects (i.e., maintenance mechanisms for efficiently coping with knowledge storage and retrieval). Thus, KBMS should incorporate different features in order to be able to fulfill the requirements involved with these three different viewpoints. The support of these three classes of requirements leads to a natural division of KBMS architecture in three different layers, which we denote application, engineering, and implementation, where the corresponding features are especially considered (figure 1a). As such, the application layer looks at the information content of KB, the engineering layer considers the modeling aspects of an application expressed as KB contents, and the implementation layer views KB in terms of data structures and access algorithms.

**Considering Workstation/Server Environments**

The above observations, however, only show the general guidelines for the realization of KBMS. In order to derive the overall architecture of such systems, we also have to consider the essential aspects of their run-time requirements and their processing environment. In general, KS run on powerful workstations equipped with sufficient processing capability, main memory, and private disk space, which are typically dedicated to single users or knowledge engineers and may provide special functions (e.g., suitable graphic interfaces) for them. The workstations have access to a central server component, whose task is to provide access to centralized information (i.e., the KB) and to control its shared use. Therefore, from a hardware point of view, KBMS architectures should fit into a workstation/server environment with decentralized and autonomous processors. Among others, failure isolation, extensibility, and scalability of the entire system can be considered as key advantages of such architectures.

As a consequence of this environment, all questions related to 'coupling' system components should be carefully considered when designing KBMS. The closer the 'coupling' between server and workstation, the more they will mutually influence one another, provoking communication delays, network congestion, and failure dependence. Thus, the only reasonable approach is the use of loosely coupled system components relying on interfaces that minimize communication traffic and KB accesses. This has to be accompanied by the support of high degree of locality of reference to be maintained by the system (e.g., by using main memory data structures) on the workstation side because this will largely influence the performance of the complex problem solving strategies [St83] and reasoning processes manipulating the KB. Since KS are mostly used interactively, responsiveness is a prerequisite to be accepted by the users.

One step towards achieving the above goals is taken by integrating an object buffer into the workstation component to support locality of references [HHMM88]. An object buffer can be exploited to temporarily maintain relevant KB contents so that manipulations on such contents can be accumulated in it and propagation to the server can be deferred until the end of a modeling or processing step. However, the use of an object buffer is not sufficient for the minimization of workstation/server communication. Further steps should be taken by means of specifying an appropriate interface between server and workstation, thereby giving rise to the question as to where to place the 'borderline' between these components when considering the described conceptual architecture of KBMS. Such an interface plays a crucial role in the design of a KBMS since the functionality provided at the server side influences the amount of processing that will be performed at both server and workstation. Introduction of more semantics into the server (e.g., by placing engineering and application layers) means enhancing its functionality, thereby shifting a lot of processing from the workstation to the server (because the operations performed by the server become more powerful). Less semantics on the server side means less functionality, tending to leave more processing at the workstation.
At first glance, the enhanced server approach seems to be the most appropriate for a system architecture since it allows a concentration of features in one single component shared by several workstations. However, it neglects the advantages of such environments by ignoring the use of workstations as the key for solving many (hardware) aspects of failure isolation and scalability. Therefore, the introduction of more semantics into the server hinders the exploitation of available computing resources and processor ‘power’ by the workstations, increases communication overhead, and causes some kind of dependency of the workstations on the server. For these reasons, we argue that the ‘borderline’ between these two components has to be placed in the implementation layer so that most of the semantics provided by the KBMS (available only in the engineering and application layers) remains on the workstation side. Hence, the server provides only a ‘neutral’ interface for all management requests of the other layers located at the workstation. (Note that this interface plays a key role in determining to what extent our separation concerns may be satisfied, i.e., knowledge supply, communication overhead, etc. This will be however discussed later.)

Architecture of KRISYS

Reflecting the considerations discussed so far, KRISYS is architecturally divided in four different components (figure 1b) [Ma88b]. The application layer corresponds to the module implementing the knowledge language KOALA, which is responsible for the realization of the application interface of KRISYS [DLM90]. The terms of the mixed knowledge representation framework provided for the KB designer are defined by the KOBRA knowledge model, corresponding to the engineering layer. KOBRA offers flexible constructs for describing the application domain, such as mechanisms for integrating behavior into the application model, abstraction concepts for organizational purposes, general reasoning facilities for performing deductions, and several constructs for maintaining the semantic integrity of the KB [MM89,De90]. In order to fit into the above described processing environment, the implementation layer of KRISYS is divided in two modules. The DBMS kernel PRIMA [HMMS87, Hä88] located at the server concentrates on efficient and reliable KB management, whereas the Working-Memory System (WMS), placed on workstation side, embodies the ‘nearby application locality’ concept. It manages a special main memory structure, called working-memory, acting as an object buffer, in which.

Figure 1: The KRISYS approach towards KBMS
requested KB contents are temporarily stored. The replacement of these objects is carried out in accordance with processing characteristics of the KS so that calls to the PRIMA kernel, accesses to secondary storage, as well as transfer overhead between server and workstations are substantially reduced.

Due to the space limitations of this paper, we will not describe all aspects of KRISYS in sufficient depth, but concentrate on important issues for understanding the support of KS development and processing. So, we will first give an overview of the KS construction process by means of KRISYS in the next chapter, thereby sketching the concepts underlying the KOBRA model. Then, we present the scheme used to map knowledge structures to the DBMS kernel. Following this, the use of the WMS for increasing performance during KS processing is described. Finally, we discuss consequences of a possible delegation of functions to the server, thereby reinforcing the architectural arguments introduced in this chapter.

3. Modeling a KS with KRISYS

When describing the real world, people involuntarily apply some abstractions (classification, generalization, association, and aggregation) [BMW84, Br81, SS77] to organize their knowledge in some desired form. Abstraction permits one to suppress specific details of particular objects, emphasizing those pertinent to the problem or the view of information at hand. It is therefore the fundamental tool for organizing knowledge and one of the most important constructs to be supported by any data or knowledge model. For this reason, the model of KRISYS provides an integrated view of such abstraction concepts [Ma88a] to appropriately support the incremental KS development. Abstraction mechanisms, in contrast to existing DB techniques, advocate a modeling process in a stepwise fashion. That is, at each step, only some details of the problem are considered so that less relevant details are neglected until some later step [BMW84]. In such environments, the modeler may take advantage of the reasoning facilities provided by the abstraction concepts [Ma88a, RHMD87] in order to facilitate his task by exploiting the system to make deductions about objects as well as to guarantee the structural and semantic integrity of the KB. In the following, we discuss such exploitation of abstraction mechanisms for KS development. For this purpose, let us first take a brief look at the knowledge model of KRISYS. We will only introduce concepts necessary for a better understanding of our considerations, instead of providing a complete description of the KOBRA model (see [Kr89, MM89] for details). We will illustrate our examples by means of a KS that advises guests of a first class restaurant in Rio de Janeiro as to how they may combine dishes and wines.

3.1 An Overview of the KOBRA Knowledge Model

The KOBRA knowledge model [Kr89, MM89] integrates descriptive, organizational, and operational knowledge into one basic concept, called schema (not to be confused with a DB-schema), which represents every entity of the modeled world (e.g., Brazil's national dish 'feijoada' in figure 2). A schema (others call it frame, unit, or object) is uniquely identified by a name (i.e., object-identifier), and contains a set of attributes to describe its characteristics. Attributes can be of two kinds: slots are used for the representation of properties of a schema (e.g., price) and of its relationships to other schemas (e.g., recommended-wines); methods are used for expressing behavioral aspects of this entity (e.g., order-dish). In order to characterize an object in more detail, all kinds of attributes can be further described by aspects (possible-values and cardinality specification, default-value, user-defined aspects, etc.).
For object structuring, KOBRA supports the abstraction concepts of classification, generalization, association, and aggregation. Their semantics are guaranteed by built-in reasoning facilities provided by the system and used as the basis for drawing particular conclusions about objects [Ma88a,RHMD87]. These concepts are incorporated into the model by means of special, system-controlled attributes (and as such can also be further specified by aspects). That is, they are seen as special, predefined relationships between objects, defining the overall organization of a KB as a kind of complex network of objects. Hence, each schema can be related to other objects by means of any abstraction concept. Thus, classification/generalization as well as association and aggregation form a directed acyclic graph (sometimes called lattice) rooted in a system-defined schema. Since each schema can be a node in each of these graphs, the KB can be seen as the superposition of three graphs. The same object can therefore represent a class with respect to one object and a set or even an instance with respect to another. 'Feijoada', for example, represents an instance of main courses, an element of brazilian specialities, and an aggregate composed of a stew, kale, and farofa (i.e., manioc flour toasted in butter). Thus, KOBRA supports an integrated view of KB objects, i.e., since there are no separate representations for sets, classes, instances, or complex objects, the difference between data and meta-data, which is usually apparent in existing data models, is eliminated in KOBRA so that meta-information is integrated into the KB [MM89].

As already mentioned, behavioral aspects of an entity are represented by means of methods. They express operations, which may change the object's properties, defining a kind of interface to other objects. KOBRA provides two further concepts for the specification of operational knowledge: demons and general reasoning facilities. Demons (similar to triggers) are procedures attached to attributes, which are automatically activated when attributes are manipulated. The general reasoning facility is provided by rules which can be evaluated for forward or backward reasoning. Important in this context is that both mechanisms are represented by means of the same concepts described above. As such, demons are user-defined schemas that are instances of a system-defined schema. Rules are instances of another predefined object from which they inherit attributes for the specification of their contents. So, they can be flexibly grouped into rule sets for organizational purposes, may receive further user-defined attributes like conflict resolvers and search strategies to influence the course of inference processes, etc.
3.2 Exploiting KOBRA as Modeling Tool

As already mentioned, special 'automatic' reasoning facilities are supported by KRISYS as part of the abstraction concepts and activated by modification and retrieval operations whenever necessary.

**Classification/Generalization reasoning**

The most usual of these reasoning facilities is the one built into the is-a hierarchy, i.e., inheritance. Since classes define the structure (i.e., attributes and constraints) of their instances and subclasses, by inserting objects in the KB and expressing the belief of the modeler that they are instances or subclasses of some classes, KOBRA can reason that they have the properties defined by these classes (see figure 3a).

However, objects may exist in the KB without the specification of a class. Frequently, the KB designer knows about the existence of an object but not of its type so that it has to be first introduced in the KB without any instance-of specification. After this, the KB designer might reflect upon its type or he might want to see how the object would look if it were an instance of a particular class (e.g., he 'believes' at first that fish plate is an appetizer) and defines an instance-of relationship. (Note that in this case the modeler is using the KBMS as a tool to determine the structure of the objects, by dynamically defining instance-of relationships.) KOBRA will then deduce the object structure, generating a more detailed description of this object. Based on this new description, the KB designer might now realize that it does not correspond to the real world entity, starting the determination of the object type once again (i.e., he will realize that fish plate is not an appetizer, as illustrated in figure 3b). Therefore, instance-of relationships correspond, in truth, to current beliefs of the modeler, which may change at any time without affecting the existence of other objects or further descriptions (i.e., properties, constraints, etc.) that an object may possess. (Obviously, the same holds for objects connected by subclass-of relationships).

![Diagram](image-url)

**Figure 3:** Reasoning facilities of generalization and classification

In analogy to a dynamic definition of relationships, attributes or integrity constraints (by means of aspects) can also be defined in a stepwise fashion. In this case, inheritance is employed to ensure that each instance or subclass has, at least, the attributes of its superclasses. If the attribute phone is added to the object guests, it
will be immediately inherited by all its subclasses and instances (figure 3c); if it is deleted, KRISYS automatically removes it from the corresponding subclasses and instances.

**Association reasoning**

Reasoning on association hierarchies is at first provided by the so-called membership stipulations, i.e., properties that an object must satisfy in order to be added to the group of elements of a set. Since KRISYS guarantees that every element of a set always fulfills the corresponding membership stipulation, it is possible to deduce, for example, that all elements of brazilian specialities are from Brazil. Consequently, by specifying membership stipulations based on the structure of the elements (e.g., elements of the set french wines must have France as the value of the slot produced-in), KOBRA can determine whether a change in an element should cause the dissolution of an existing association relationship or the creation of a new one because of the satisfaction of the membership stipulation of another set. As such, when one erases the value France from the slot which defines the site where a particular wine is produced, this wine is automatically removed from the set french wines (figure 4a).

Similar conclusions can be drawn when modifying membership stipulations. In this case, not only may elements be disconnected from a particular set, but the set itself might be dissolved from its relationships to supersets since an object may be a subset of another only if it possesses more restricted membership stipulations. This is illustrated in figure 4b where the set brazilian specialities was disqualified as subset of typical dishes because its membership stipulation was generalized to accept also drinks, thereby qualifying 'caipirinha' (i.e., Brazil's national drink).

![Figure 4: Reasoning facilities of association](image)

Further reasoning capabilities are provided by so-called set properties, i.e., properties that describe the characteristics of the group of elements as a whole. Brazilian specialities, for example, has properties defining the average of price of specialities, their number, etc. Since such set properties are in reality based on characteristics of each individual element, conclusions about the values of set properties can be drawn from the elements' attributes. So, upon changes on elements (e.g., because of a modify operation) or on the relationships between elements and sets (e.g., because of the introduction or deletion of an element), the recalculation of the values of set properties is also performed by KRISYS (figure 4c).
Aggregation reasoning

In the aggregation, reasoning is performed based on the specification of the so-called implied predicates, i.e., predicates expressing monotonically increasing or decreasing properties on the aggregation hierarchy. For example, the number of calories of a dish increases moving upwards on an aggregation since it is defined by the sum of the corresponding parts’ calories. The same may occur for the dish’s price, weight, etc. Hence, conclusions can be drawn by simply guaranteeing the truth of such implied predicates, e.g., when the cook invents a new way to prepare steaks, thereby reducing their calories, KRISYS automatically reconsiders the number of calories of all objects composed of steaks (e.g., menu1 in figure 5a). In the same manner, similar conclusions are drawn, for example, when objects are introduced in or removed from an aggregation, as illustrated in figure 5b.

Knowledge reformulations

It is important to observe that the reasoning facilities described above can also be viewed as a means for undertaking the maintenance of the structural and semantic integrity of the KB [De90]. For example, inheritance is employed to ensure that each instance or subclass has, at least, the attributes and satisfies the constraints prescribed by its superclasses. Since KRISYS guarantees that such integrity holds even if changes to the KB structure occur, knowledge reformulations may be carried out effortlessly without affecting any other aspect of the existing knowledge. This feature is essential for KS development support since most prototypes perform poorly at the start because of an erroneous transformation of the application world to objects of the knowledge model, an initial neglect of some refinements, or even because the knowledge engineer simply learns some more details about the application domain. By diagnosing the weakness and deficiencies of the KS, the knowledge engineer can go back to some of the developing phases either to conceptualize, structure, or refine some further aspects of the application world previously introduced into the KB, leading to an incremental, evolutionary development. To support such KB evaluation, KRISYS provides several means, such as for example, simulation of rule-based inference processes, error handling inside of methods, stepwise rollback of the execution of demons, rules, and methods, trace facilities, definition of break conditions, etc.

Refinements or changes of existing specifications are certainly the easiest modifications to be performed on KB. These are directly achieved by using KRISYS operations to define new aspects, membership stipulations, and implied predicates, delete old ones, restrict or generalize them, or even move them up and downwards on
the corresponding hierarchies. In the example shown in figure 6c, a constraint for the instance-of relationship was introduced and correspondingly specialized to control the insertion of instances of wines into the right subclass according to the kind of grape used for their production.

Restructuring usually generates new concepts and modifications in the abstraction hierarchies. For example, the chef is not satisfied with the defined structure of dishes. He objects to the fact that cold dishes (e.g., shrimp cocktail) are not a kind of main course but an appetizer. Thus, the knowledge engineer has to introduce cold dishes as a subclass of appetizers and change the superclass of the corresponding dishes to that new class (figure 6b). The same occurs in the case of redemptions after a new conceptualization of the real world. In order to supply the guests with a more extensive selection of beverages, the head waiter wants to have liquors included in the 'carte'. Such information requires, therefore, the introduction of a further subclass of beverages and the corresponding instances into the KB (figure 6a).

Restructuring and redemptions demand adding new objects and attributes to the KB, inserting new classes, sets, or aggregates into existing hierarchies, moving objects and attributes up, down, or sidewards on such hierarchies, renaming objects and so on. In general, the most radical changes come from adding or deleting abstraction relationships between objects. But even in the case of these radical changes, KOBRA provides direct and flexible ways to achieve such reformulations, keeping the correctness of the affected built-in reasoning facilities, but without losing any of the correct information previously introduced into the KB. For example, when moving shrimp cocktail to the right position in the hierarchy in figure 6b, none of its attributes, values, and constraints, received because it is a dish, will get lost.

3.3 Summary

KRISYS puts special emphasis on a complete support of abstraction concepts in order to use their semantics as a basis for drawing conclusions about the objects and for maintaining the integrity of the KB. Such an integrated view of abstraction concepts is one of the most important aspects that differentiates KRISYS from existing knowledge engineering tools like ART [Wi84], KEE [FK85,Fi88], KNOWLEDGE CRAFT [FWA85], LOOPS [BS83,SB86], etc., as well as from existing DBS. These systems either neglect the existence of some of these concepts or make a kind of 'hodgepodge' with their semantics (see [MM89] for details). KRISYS on the other hand keeps a clear separation of these concepts, but exploits its underlying semantics to be used as a powerful modeling tool, enabling the process of KS development to be
• easier (since the knowledge model is also an active agent in this process, continuously making deductions about object structures),
• more flexible (since it is possible to repeat previous modeling steps in order to make corrections or improvements on the KB), and
• more consistent (since KRISYS is continuously maintaining the structural and semantic integrity of the KB by enforcing the reasoning facilities of the abstraction concepts).

4. Mapping Knowledge Structures to the Server

After having described the support of KS development by means of the KOBRA model, we will now concentrate on the mapping approach of KRISYS. So, we first give a short overview of the MAD model [Mi89], the model provided by the server of KRISYS. Then, we describe how the knowledge structures of KOBRA are mapped to MAD. For sake of clarity, whenever we talk about data model, database (DB), or DB schema, we mean the model and the representation of the KB at the server side.

4.1 The MAD Model and its Adequacy for Mapping KOBRA Structures

Short notes on MAD

The DBMS kernel chosen for KRISYS, named PRIMA, PRototype Implementation of the MAD model, was developed for supporting applications that require a suitable representation of complex objects, i.e., those whose inner structures (the components) are also objects of the DB [Hä88, HMMS87]. The basic modeling constructs of the MAD (Molecule Atom Data) model [Mi89] are denoted atoms, which, in analogy to tuples in the relational model, are composed of attributes and have their structure determined by an atom type. Atoms possess an identifier which is used for a direct and symmetric representation of relationships (1:1, 1:n, n:m) by means of links, providing a view of the DB as a complex network of atoms. For each specified link, there is always a corresponding back-reference in the related atom, whose mutual referential integrity is automatically maintained by the system. Complex objects are dynamically defined by the specification so-called molecules as a graph having atoms as nodes and relationships (i.e., links) as edges. Thus, molecules are dynamically derived views of the atom network. Since such views may, in turn, be used to construct other more complex views, molecules may be recursively defined.

Knowledge structures underlying the KOBRA model

MAD enables the mapping of KOBRA knowledge structures in an effective and straightforward manner [Mi88, Ma90]. From the description of KOBRA, one may observe the occurrence of only three different constructs in our knowledge representation framework: schemas representing real world objects, attributes expressing their properties and relationships, and aspects describing the attributes. From a structural point of view, schemas are therefore composed of attributes, which, in turn, consist of aspects, suggesting the internal representation of complex objects (figure 7a). Second, one may note that schemas possess predefined attributes expressing organizational axes (such as instance-of for classification and subclass-of for generalization) representing symmetric n:m relationships (figure 7b) between schemas (back references are respectively has-instances and has-subclasses). These relationships are especially important because they provide different ways to organize schemas into network hierarchies (figure 7c). For the construction of such hierarchies, one might have to recursively follow a particular relationship in order to structure schemas of a higher level.
Finally, one may observe that during the manipulation of a schema, one is defining a kind of dynamic view of this object since one is always dealing with only part of an abstraction hierarchy (in figure 7e, one is ‘viewing’ the properties of fish plate considering their characteristics of either an appetizer or a main course).

From the description above, one may conclude that the constructs offered by MAD allow an accurate and suitable mapping of KS-oriented structures. The question now is whether such powerful constructs can provide the required functionality for KS development and processing with acceptable efficiency.

### 4.2 The Mapping Scheme of KRISYS

The efficiency of KRISYS functions directly depends on the chosen MAD schema for the representation of KOBRA structures together with the corresponding mapping mechanism.

#### During KS development

From the description of KS development given in chapter 3, it should be clear that for the construction or modeling phase, KRISYS has to provide a flexible mapping scheme especially appropriate for efficiently supporting functions that modify KB structures since object definitions and abstraction hierarchies are constantly being changed or extended. Hence, when mapping KOBRA structures to MAD, a separation between objects representing meta-information (e.g., classes) to be introduced in the DB schema of MAD and objects representing ‘common’ information (e.g., instances) to be included in the DB leads to an ineffective mapping because most KOBRA operations would provoke modifications on the MAD schema (e.g., to define, remove, expand, or shrink atom types, change attribute specifications, etc.) which are hard to accomplish in PRIMA. (Note that this is the case of most DBMS, which are designed along the lines of a quite stable schema information.) Thus, it is necessary to abstract from the role (i.e., class, instance, set, and so on) played by an object at the KOBRA level in order to be able to treat them all in the same manner at the MAD level only by means of operations on the DB. Since such roles are intrinsically related with the semantics of KOBRA, it is important to abstract from such semantics and consider KRISYS objects only from a structural point of view.

From such a viewpoint, schemas, attributes, and aspects are related to each other to compose the KOBRA objects, leading to a MAD schema (graphically illustrated in figure 8a) that contains three atom types (respectively ‘schema’, ‘attribute’, and ‘aspect’) connected via the references (‘has_attributes’ and ‘has_aspects’). Here, aspect specifications are shared between several attributes preventing redundancy, especially in the...
case of inherited attributes (see figure 8b). We explicitly exploit the capability of the MAD model to handle network structures in a direct and non-redundant manner. (Such an adequate modeling is hard to achieve using data models that only allow for hierarchical structures, e.g., NF² models [SS86, Da86]). The attributes expressing abstraction relationships are not represented as ordinary 'attribute' but as recursive MAD references (e.g., 'has_subclasses', 'is_subclass_of', 'has_instances', etc.) between the atom type 'schema' (only partially shown in figure 8a). Since there is always a back reference for each MAD link, each of the organizational axes is represented by a pair of references.

The mapping of KOBRA objects to MAD atoms is performed at the workstation side of KRISYS, whenever objects are stored into or discarded from its object buffer in order to allow a buffer representation embodying the semantics of the KOBRA model (figure 8b). Therefore, for the realization of KOBRA operations, the query language of MAD (MQL) is employed to fetch objects from the DB. For example, the definition of a new class in the middle of a generalization hierarchy, which requires the inheritance of its attributes, generates an MQL statement to select all relevant classes and instances from the DB. This task is accomplished by dynamically defining a recursive molecule starting with the root atom type 'schema' moving on to all subclasses (using the reference 'has_subclasses' in a recursive manner) and then to their instances (by exploiting the reference 'has_instances'). For each object reached, their attributes and aspects are also retrieved (via 'has_attributes' and 'has_aspects'). The selected part of the hierarchy is then modified in the object buffer, during which inheritance conflicts are solved, the inexistence of cycles or other ambiguities (e.g., an object having a same object as subclass and instance at the same time) in the hierarchy are checked, etc. At some time later on (probably at the end of a modeling step), the modified hierarchy is then discarded from the buffer and propagated back to the DB, where it is updated via a single modify statement. This operation changes the recursive molecule in accordance to the given hierarchy by inserting atoms not yet stored and updating the corresponding connections.

Note, however, that when introducing such modifications back into the server no changes need to be made in the schema information of MAD. Creations and deletions of KOBRA schemas (even classes, sets, or aggregates) are mapped to modifications on atoms of type 'schema'; manipulations of attributes (e.g., definitions, inheritance, etc.) provoke inserts, deletes, and updates on instances of the 'attribute' type; and changes on as-

![Figure 8: Representation of KOBRA objects in MAD during KS development](image-url)
pects (including their specialization) require only operations on 'aspect' atoms. Hence, the required flexibility for incrementally defining, correcting, and extending the KB during KS development is well supported.

**During KS processing**

For KS processing, where flexibility is in general no longer required, more specific mappings should lead to significant gains in performance. Naturally, in order to exploit such specific mapping schemes, the MAD schema and the corresponding transformation process of KOBRA objects into MAD atoms must not be fixed to a certain mapping scheme (as during the modeling phase), but has to be tailored to the structures and processing characteristics of the application. As mentioned in chapter 1, when the modeling process of a KS is completed, the structures of its KB differ very much from the KB of other KS (figure 9). Therefore, the necessity to provide an 'application-oriented' DB schema with the corresponding mapping process for the operation phase of a KS becomes apparent. Nevertheless, most existing prototypes [Ni87,Ba87,Fi87] present only fixed, predefined mapping schemes neglecting the exploitation of application characteristics for optimization purposes [WK90].

![Diagram of KB structures](image)

**Figure 9:** Some differences of KB structures of KRISYS applications

KRISYS, on the other hand, uses such information to generate an application-oriented, and consequently very effective mapping scheme for each KS. Our approach is to extend the development process of KS by including a latter phase, called optimization, during which KRISYS specifies a new MAD schema tailored to the KS at hand and automatically performs a DB transformation. The most appropriate DB schema for a KS is determined by means of an analysis of the structures of the KB, that are completely specified and explicitly represented in KRISYS just before the optimization takes place [Ma90]. For example, the attributes of a KOBRA object, which are represented as separate atoms in the generic mapping, could all be represented as attributes of a single atom in the specific mapping, and classes could be used to define corresponding atom types. Once the new DB schema is generated, a compilation of the KS is then performed, thereby also precompiling the application queries encoded within methods, demons, and rules. In other words, the optimization phase represents the 'exit' of an interpretative (flexible but probably not so efficient) KB manipulation, which is necessary during KB construction, and the 'entry' into a compiled (efficient but not so flexible) KB manipulation, which is necessary during KS operation.

Although the generation of such new DB schema appears to be quite simple at a first glance, it involves the consideration of a lot of information and requires complex decisions to be made. Just as an example, not every
class should generate an atom type because there might be classes that will never receive direct instances in a generalization hierarchy. So, one could deduce a rule like 'every class possessing direct instances should have a corresponding atom type'. However, there are classes with direct instances, but presenting the same structure (i.e., attributes and aspect specifications) of a common superclass. They were (probably) defined only for organizational purposes. In this case, not they, but only this superclass should define an atom type, in which all instances would be inserted. One would now conclude that 'every heterogeneous class (i.e., showing an individual structure) with direct instances should generate an atom type'. Nevertheless, even this conclusion is not always correct because there are a lot of cases in which grouping heterogeneous classes has good reasons to be carried out. For example, when two heterogeneous classes are used to define a set (e.g., elements of brazilian specialities are either drinks or main courses), it might be important to put them together into one single atom type because KRISYS wants to exploit the corresponding membership stipulation or the attributes involved in the calculation of set properties to specify appropriate access paths. In this case, the only practical solution would be to create three different atom types and split the instances of both classes over these three: the first atom type including only common attributes of these classes, on which the definition of the membership stipulation and set properties is based (e.g., produced-in, price, etc.); and each of the other two having the individual attributes of each class (e.g., percentage of alcohol for drinks and recommended wines for main courses). Naturally, in the case of queries searching for such objects, accesses to two different atom types would be necessary. However, this can be efficiently supported by using MAD references or even clustering mechanisms to keep both parts of each KOBRA object close together.

From the short discussion above, one can conclude that there is no fixed procedure to be followed in order to derive the best MAD schema for a KS, but only some heuristics that have to be carefully considered. Hence, the use of rule-based reasoning mechanisms seems to be very appropriate here since they provide the required expressiveness and flexibility to represent and interpret such heuristics. So, during the optimization phase, KRISYS exploits the rule-based mechanisms provided by the KOBRA model to generate a tailored mapping scheme. For this purpose, it interacts with the knowledge engineer whenever necessary in order to get additional, relevant information for making its decisions (e.g., the number of expected instances per class, elements per set, the relevance of membership stipulations for access purposes, etc.). In the case of an erroneous estimation, the optimization phase would then be repeated some time in the future in order to generate a new, more appropriate MAD scheme. KRISYS will then reconsider the increasing costs of this new transformation since several objects might be now stored in the KB so that the same issues used for optimization of DB design can be applied here.

Note, however, that when a transformation of the MAD schema is performed or repeated, the application is not affected at all since it still sees only the unchanged KB view provided by the KOBRA model. In contrast to that, existing DBS (even relational ones) cannot always guarantee such immunity of their applications to all kinds of changes in the DB (i.e., data independence). For example, if one unites two relations to materialize a join, the application view of the DB turns out to be quite different. (The work with views certainly eases the problem but does not lose it completely when considering all kinds of updates.) For these reasons, we believe that our approach of using a model for the internal KB representation completely independent of the external model of the system is the only means for constructing KS under a kind of 'knowledge representation concealing principle' that guarantees local confinement of all modifications and improvements in KRISYS throughout the lifetime of its applications. This independence is in turn exploited as basis for generating various, suitable mapping
schemes, thereby providing a kind of adaptability of our system to support the ‘contradicting’ requirements of flexibility and efficiency.

5. Processing Model

Before we describe the dynamic behavior of our system, it is necessary to recapitulate the main issues of the KRISYS architecture. At the server side, the PRIMA kernel implements MAD, thereby offering general management functions to efficiently provide KB maintenance. In this layer, great care was taken to guarantee an efficient molecule extraction and inclusion by means of a variety of storage structures and other tuning mechanisms (e.g., molecule materialization or molecule caching) [Hä88]. At the workstation side, three different layers realize the interface of the system, the knowledge representation framework underlying the KOBRA model, and the ‘nearby application locality’ concept. This concept is achieved by a component, denoted Working-Memory System (WMS) [LM89].

Hence, from the kernel’s point of view, the task of the WMS is the embedding of MAD structures into an environment in which they can be easily and efficiently manipulated by the upper layers of KRISYS. This is achieved by exploiting an object buffer in order to avoid long execution paths of KB accesses (involving workstation/server communications) and time-consuming requests to secondary storage. Thus, the objective of the WMS is to considerably reduce the path length and to minimize the number of kernel calls when accessing KB objects. The use of an object buffer, called working-memory, permits the storage of requested objects in a main-memory structure offering almost direct access at costs comparable to a pointer-like access. Consequently, the WMS supports a processing model aimed at a high locality of object references.

To reach this end, the WMS exploits the concept of processing contexts representing the knowledge needed during a specific KS processing phase [Ma90,MW84]. Consequently, they directly depend on the problem solving strategy being used by the KS. For example, KS exploiting constraint-propagation strategies [St81] have contexts corresponding to the several constraints used to reduce the search space during KS consultation. In the same manner, a problem-reduction strategy [Mc82] determines contexts for processing each partitioned subproblem, and generate-and-test [BF78] organizes KB contents according to pruning activities (for an overview of such strategies see [St83]). For this reason, the knowledge engineer, as the one who knows the KS in fullest details, knows about the existence of contexts. His task is to make known existing contexts in order to supply KRISYS with valuable information for performance improvement. From a modeling point of view, defining contexts means making explicit the knowledge about the KS problem solving behavior, thereby improving KB semantics.

In principle, contexts are composed of several KB objects (in general of different types) and objects may be elements of several contexts. They are explicitly represented as KOBRA schemas and completely specified by means of the query language of KRISYS, being therefore totally independent of the chosen mapping mechanism to MAD. Thus, they may be specified or deleted at any time during KB construction or even dynamically during KS consultation without additional costs. A dynamic definition is particularly important because needed contexts are often established on the basis of the results of preceding phases of the problem solving process. The WMS exploits the specification of a context to generate a complex set-oriented access to the kernel to fetch required objects and store them into the working-memory. So, most or perhaps all objects referenced during a processing phase of the KS are found in the working-memory so that only a few or no further calls to the...
kernel are necessary. At the end of the processing phase, the corresponding context is then discarded from the working-memory and the context requested by the following phase is loaded into it.

Note that the WMS is also exploited as a basis for efficiently implementing the mechanisms provided by the KOBRA model during KS development. Considering the KOBRA operation described in the previous chapter which inserts a class into a generalization hierarchy, the WMS dynamically defines a processing context to extract the corresponding part of the generalization hierarchy from the kernel loading it into the working-memory in a single MAD operation. In this main-memory structure, inheritance is then efficiently performed without further MAD calls. At the end of the modeling step, when all necessary integrity checks are already done, the extracted context is discarded from the working-memory and propagated back to the KB. The support of rules during KS processing is also carried out in a similar manner. Before an inference process takes place, the corresponding context (i.e., the rules, objects specified in the condition part as well as objects possibly affected by the action part) is extracted from the kernel and stored in the working-memory for forward or backward reasoning. As a consequence, reasoning tasks are carried out in the workstation, thereby drastically reducing communication overhead.

In closing, one may observe that processing contexts are the most important mechanism used by the WMS of KRISYS to improve access efficiency. Viewed from the knowledge engineer, a context is a collection of objects needed by a specific phase of the problem solving process of the KS, i.e., the knowledge necessary to work out a particular problem. KRISYS, on the other hand, views it as a collection of objects which have to be brought into the working-memory by just one very efficient KB access. Following this approach, when specifying contexts, the knowledge engineer is still working in his framework, without being involved with internal KBMS aspects, although KRISYS is supplied with enough information for performance improvement [LM89].

6. Why not Enhance the MAD Model with KOBRA Semantics?

Throughout the scope of this paper, we have emphasized that KRISYS was developed to support workstation-oriented KS development and processing. As already mentioned, the aspects of this environment are reflected in the division of the system architecture in two main parts, having the KOBRA model at workstation side and the MAD model as interface of the central server. Considering the constructs underlying these models, it should become clear that KOBRA is located at a higher semantic level than MAD. Upon realizing the existence of this gap in the KRISYS architecture, one would directly come up with the idea of enhancing MAD with KOBRA semantics, thereby equalling both models to eliminate such a gap. The ‘new MAD’ model would then provide the same mechanisms as KOBRA, but would certainly rely on an internal interface supporting similar semantics and providing the same services as the existing MAD model. Regarding the architecture of KRISYS, the question now would be where to set the ‘borderline’ between server and workstation. By placing it on the internal interface of the ‘new MAD’, one would again be defining the architecture presented by KRISYS so that all arguments discussed in this paper would be equally relevant. By placing it on the enhanced MAD interface, all the functionality of KOBRA would be completely delegated to the server KRISYS, otherwise KOBRA semantics would have to be duplicated at the workstation (implying that the MAD enhancement is meaningless). Such a complete delegation would hopelessly overload the server component of KRISYS with additional processing since the maintenance of abstraction concepts, the execution of their built-in reasonings, the evaluation of methods, demons, and rules are now completely undertaken by the server. Processing at workstation would be limited to a minimum, leading to a more or less centralized system architecture that neglects the advantages
provided by workstation/server environments. Hence, efforts to equal MAD and KOBRA do not offer solutions but only shift the existing semantic gap into the MAD model.

When examining a partial delegation of KOBRA features, other problems rise. Let us consider, for example, the delegation of only the semantics of the abstraction concepts so that a lot of processing capability would still be necessary at workstation side for evaluating methods, rules, etc. Here, two basic alternatives for carrying out such task can be followed. In the first one, modifications on KOBRA objects are just accumulated in the working-memory and propagated to MAD only at the end of a modeling step when the KB integrity (partially maintained by MAD) is then checked (e.g., the truth of implied predicates, values of set properties, inheritance rules, etc.). In the second one, propagation of object changes are not postponed but immediately carried out in order to allow an instantaneous check of KB integrity. Unfortunately, both alternatives do not present reasonable solutions. The first one should be disqualified because the whole modeling step (which is a long-term activity) would have to be rolled back upon integrity violation and because the mentioned integrity must be immediately checked otherwise flexible reactions involving interactions with the knowledge engineer (e.g., to solve inheritance conflicts, eliminate ambiguities in the abstraction hierarchies, etc.) would either not be possible or lead to additional transfer of objects and communication overhead. The second one enables such immediate integrity checks but has to be ruled out because it contradicts our efforts to support locality of references and minimum of communication between server and workstation.

Certainly, the above observations did not exhaust all possibilities for a thinkable delegation of KOBRA functions to MAD. (For a detailed discussion on this topic see [De90]). However, we believe that we have given enough arguments to conclude that the semantics provided by KOBRA at the workstation side should not be introduced into MAD. The semantic gap existing in the KRISYS architecture is not a mismatch but only a natural reflection of the stepwise abstraction process realized at each layer of our system. On the server side, MAD treats knowledge structures simply as a kind of network of complex objects to be consistently, reliably, and efficiently managed. At the workstation side, these structures obtain semantics, known only by the KOBRA model, remaining, for this reason, outside the server. In this way, the server is not overloaded by modeling specific aspects being, therefore, able to concentrate on an efficient KB maintenance. On the other hand, the KOBRA model is not bounded by the semantics provided by the MAD model being, as a consequence, able to come nearer to the application semantics by offering a rich and powerful spectrum of concepts for KS modeling and processing. This partitioning is further favored by the set orientation of the MAD interface and the locality preservation of the WMS, both minimizing workstation/server communication. Additionally, the loose coupling greatly facilitates failure isolation. This is a very critical design objective because a large number of users may be affected by any kind of failure and because interactive KS development is typically very long. Summarizing, we argue that the kernel should provide only features of a basic nature: complex object handling including recursion, set orientation, efficient access to secondary storage, and transaction support (at least for concurrency control and recovery purposes on the server side).

7. Summary

KRISYS is a KBMS prototype appropriately constructed to support KS development and processing. For KS development, the KOBRA model provides a rich spectrum of mechanisms for knowledge modeling, thereby advocating the KB construction in a stepwise fashion. In other words, KS development is realized by a cyclic series of activities including knowledge reformulations during which the reasoning facilities of the abstraction concepts are applied for continuously making deductions about the object structures and maintaining the se-
mantic integrity of the KB. Thus, KRISYS can be used as a powerful modeling tool allowing a direct and flexible extension, modification, and restructuring of KB contents.

For KS processing, it offers an efficient framework for the exploitation of the application locality, taking advantage of the knowledge about the access behavior of the KS in order to reduce the path length when accessing KB objects and to minimize I/O operations as well as transfer overhead. KRISYS, therefore, accomplishes fast access to stored KB objects by exploiting the existence of processing contexts whose contents are temporarily kept close to the application in its working-memory.

Finally, its architecture fits nicely into the most realistic and prevailing architectural environment for KS, i.e., workstation environments. Here, workstation-oriented processing is effectively enhanced by placing the working-memory, the KOBRA model, and the system interface together with the application into the workstation and the PRIMA kernel into the server. This natural separation of the system in two main parts interacting via the MAD model interface is assumed to greatly reinforce its means for KS development and processing. KRISYS strengthens its support of the modeling process and of the application operation by means of different mapping mechanisms to the PRIMA kernel: a general scheme is provided during KS development in order to allow for a flexible KB construction, and a specific, tailored to the application at hand during KS operation in order to obtain significant gains in performance.
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