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Motivation

Recent experiments have shown that it is impossible to achieve energy efficiency in single-
server environments using current, non-energy-proportional hardware [1]. State-of-the-art
computer components use about 50% of their peak energy just for being idle.

Barroso et. al. have shown that servers typically operate under 10 — 50 % load [2], thus offering
optimization potential in idle times. This topic recently gained a lot of attention and many
papers have been published that try to improve the energy footprint of (database) servers.
Nevertheless, no more than about 15% improvement in energy efficiency was gained, often by
sacrificing performance.

Based on these findings, we conclude that a single, large database server as seen in today’s
enterprises will never be energy proportional. Due to its high idle power consumption and the
lack of scalable hardware, single-server-based databases will waste most of their energy during
times of low load.

The Vision

To overcome the drawbacks mentioned, we envision a locally distributed database system that
runs on a cluster of lightweight nodes. While light-weighted servers show the same non energy-
proportional behavior than larger ones, they have a much smaller energy footprint per node.
Furthermore, smaller servers can be powered up and down independently.
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As depicted in Figure 1, by powering small-scale nodes according to the cluster’s load, energy-
proportional behavior can be approximated. The chart shows a server cluster, which consumes
the same energy as a comparable, large server at peak. Especially in times of low utilization, the
cluster’s energy consumption can be much lower, due to powering down some of the nodes.



Clustering databases is a technique that is supported by all commercially available DBMS, e.g.
to increase performance and fault tolerance. Nevertheless, removing nodes from the cluster to
switch back to a more energy-efficient configuration is not supported.

Therefore, our goal is to develop a DBMS that balances power consumption proportionally to
the system’s load by dynamically powering its nodes individually up and down as sketched in
Figure 2. We expect to combine fair peak performance with energy proportional behavior in
order to save energy under changing workload situations.

Work in Progress

To bring our vision to life, we are going to implement a DBMS step-by-step from scratch, based
on commodity, low-power hardware, e.g. using an Intel Atom CPU and mobile hard drives.
Participating in the SIGMOD Programming Contest 2010, where we finished second [3], gave us
first insights in programming distributed database systems. Based on this solely performance-
centric implementation, we are going to implement WattDB.

Currently, we are developing a framework and additional tools for measuring the energy
consumption of the cluster [4]. In June, we will present our first findings at the SIGMOD Demo
Track [5].
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